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Abstract

The present paper deals with Codd’s relational model of data. In particular, we deal with fuzzy logic extensions of the relational model. Our main purpose is to examine relationships between some of the models which have been proposed in the literature. We concentrate on functional dependencies which is the most studied part of the relational model within fuzzy logic extensions. In addition to the observations on relationships between fuzzy logic extensions of the relational model, our paper brings up several new technical results.

1. Introduction and motivation

The foundations of relational databases have been subject to many extensions focusing on issues which, according to the authors of the extensions, are not handled appropriately in the “pure” relational database model. A lot of the extensions comes from the point of view of fuzzy logic. In fact, there is an ongoing stream of papers on fuzzy logic extensions of relational databases starting probably with [11].

Due to lack of space, we omit the discussion on the need to extend current database systems for appropriate treatment of uncertainty and imprecision and refer the reader to many papers and books on this issue. We only note that management of uncertainty in data is listed among six currently most-important research directions proposed in the report from the Lowell debate by 25 senior database researchers [1]. It was pointed out in [1] that “...current DBMS have no facilities for either approximate data or imprecise queries.” Since fuzzy logic and fuzzy set theory offer means to handle particular forms of uncertainty, it is quite natural that fuzzy logic extensions of Codd’s relational model have been proposed quite early, more than two decades ago.

Since then, many contributions appeared on fuzzy logic extensions of Codd’s model. We found over 100 papers on fuzzy logic and relational databases (but there are very likely many more papers). The models employ fuzzy logic to enhance various facets of Codd’s model in order to make it more appropriate for dealing with uncertainty and imprecision. Two points, which will be discussed in this paper, can be made.

First, the existing approaches are in a sense ad-hoc. Namely, the classical Codd’s model is strongly connected to first-order logic (predicate logic). The reliance of Codd’s model on first-order logic is considered to be the main factor due to which several important issues (data dependence, data integrity, etc.) are successfully handled in Codd’s model (see, e.g., [14]). Contrary to that, the link of fuzzy logic extensions of Codd’s model to a corresponding logical calculus (i.e., to a fuzzy logic in so-called narrow sense) is missing or, at least, not handled appropriately. On the one hand, this is understandable since foundations of fuzzy logic in narrow sense have been established in the end of 1990s and a solid knowledge of fuzzy logic in narrow-sense is an exception rather than a rule by people who are not directly working in fuzzy logic in narrow sense. On the other hand, it should be clear that the link to an appropriate logical calculus is extremely important particularly in case of fuzzy logic extensions of Codd’s model. Namely, when fuzzy logic comes into play (i.e., a scale of truth degrees instead of just 0 and 1, etc.) things become more technically involved. In such a case, a need of a coherent bundle of concepts, rules, and results, such as those provided by fuzzy logic in narrow sense, is apparent. We contend that the lack of foundations of fuzzy logic extensions of Codd’s model in fuzzy logic in narrow sense is the main reason why most of the contributions published in the literature are, by and large, “definitional” papers, i.e. papers where results demonstrating feasibility of the introduced concepts are missing. This is perhaps one of the reasons why, up to now, fuzzy logic extensions of Codd’s model did not seriously penetrate database community.

Second, there is surprisingly little written about the relationships between various fuzzy logic extensions of Codd’s model.
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model and between the concepts investigated within these extensions.

The main aim of this paper is to elaborate on the two points mentioned above. To keep our paper specific and because of the limited scope of our paper, we proceed as follows. First, we describe an extension of Codd’s model and some related notions which we introduced in some of our recent papers, see e.g. [4, 6, 7], and use this extension as a reference model. We pay attention to functional dependencies since they are the most studied concept within fuzzy logic extensions of the relational model. Furthermore, we illustrate a clear connection to fuzzy logic in narrow sense. After that, we comment on several fuzzy logic extensions of the relational model proposed in the literature, discuss some of their mutual relationships, relationships to our model, and present some new results concerning these relationships. Due to the limited scope of this paper, we discuss only selected fuzzy logic extensions and selected aspects. Details including other models and other aspects will be presented in a full version of this paper.

2. Preliminaries

We now recall basic notions of fuzzy logic and fuzzy set theory, for details see, e.g., [3, 15, 16, 20]. We pick so-called complete residuated lattices as our basic structures of truth degrees (i.e., sets of truth degrees equipped with fuzzy logic operations like implication, etc.). Formally, a complete residuated lattice is an algebra \( L = (L, \land, \lor, \to, 0, 1) \) such that \((L, \land, \lor, 0, 1)\) is a complete lattice with 0 and 1 being the least and greatest element of \( L \), respectively; \((L, \otimes, 1)\) is a commutative monoid (i.e. \( \otimes \) is commutative, associative, and \( a \otimes 1 = 1 \otimes a = a \) for each \( a \in L \)); \( \otimes \) and \( \to \) satisfy so-called adjointness property: \( a \otimes b \leq c \) iff \( a \leq b \to c \) (\( a, b, c \in L \)). Throughout this paper, \( L \) denotes an arbitrary complete residuated lattice. In addition to that, we consider so-called (truth-stressing) hedges, i.e. unary operations on \( L \) satisfying (i) \( 1^* = 1 \), (ii) \( a^* \leq a \), (iii) \( (a \to b)^* = a^* \to b^* \), and (iv) \( a^* = a^* \), for each \( a, b \in L \). Elements \( a \in L \) are called a truth degrees; \( \otimes \) and \( \to \) are (truth functions of) “fuzzy conjunction” and “fuzzy implication”; \( ^* \) is (a function of) logical connective “very true” and properties of hedges have natural interpretations, see [16, 17].

A common choice of \( L \) is a structure with \( L = [0, 1] \) (unit interval), \( \land \) and \( \lor \) being minimum and \( \otimes \) being a left-continuous t-norm with the corresponding \( \to \). Three most important pairs of adjoint operations on the unit interval are: \( \overset{\cdot}{L} \ land \ b = \max(a+b-1, 0), \) \( a \to b = \min(1-a+b, 1) \), Gödel: \( \overset{\cdot}{G} \ land \ b = \min(a, b), \) \( a \to b = 1 \) if \( a \leq b, \) \( a \to b = b \) else), Goguen (product): \( \overset{\cdot}{G} \ land \ b = \min(a, b), \) \( a \to b = 1 \) if \( a \leq b, \) \( a \to b = \frac{b}{b} \) else). Complete residuated lattices include also finite structures of truth degrees (e.g., finite \( \overset{\cdot}{L} \ land \ Gödel \) chains). Two boundary cases of hedges are (i) identity, i.e. \( a^* = a \) (\( a \in L \)); (ii) so-called globalization: \( 1^* = 1, a^* = 0 \) (a < 1). A special case of a complete residuated lattice with hedge is the two-element Boolean algebra \([\{0, 1\}, \land, \lor, \to, 0, 1]\), denoted by \( 2 \) (structure of truth degrees of classical logic).

An \( L \)-set (a fuzzy set) \( A \) in universe \( U \) is a mapping \( A : U \to L \), \( A(u) \) being interpreted as “the degree to which \( u \) belongs to \( A \)”.

\( \overset{\cdot}{L} \) denotes the collection of all \( L \)-sets in \( U \). The operations with \( L \)-sets are defined componentwise. For instance, union of \( L \)-sets \( A, B \in \overset{\cdot}{L} \) is an \( L \)-set \( A \cup B \) in \( U \) such that \( (A \cup B)(u) = A(u) \lor B(u) \) (\( u \in U \)). Binary \( L \)-relations (binary fuzzy relations) in \( U \) are just fuzzy sets in \( U \times U \).

An \( L \)-set \( A \) in \( U \) is called crisp if \( A(u) = 0 \) or \( A(u) = 1 \) for each \( u \in U \). Obviously, crisp \( L \)-sets in \( U \) are precisely the characteristic functions of ordinary subsets of \( U \). Therefore, we will identify crisp \( L \)-sets in \( U \) with ordinary subsets of \( U \).

3. Extensions of Codd’s model and relationships

3.1. Ranked tables over domains with similarities and their functional dependencies

The main motive for ranked tables over domains with similarities is the fact that for many domains, it is desirable to consider degrees of similarity of their elements rather than only “equal” and “not equal”. Ranked tables over domains with similarities were introduced in [4, 6, 7]. However, the idea of equipping domains with similarity relations goes back to the early approaches to Codd’s model from the point of view of fuzzy logic, particularly to [11].

The concept of a ranked table over domains with similarities is depicted in Tab. 1. It consists of three parts: data table (relation), domain similarities, and ranking. The data table (right top table in Tab. 1) coincides with a data table of a classical relational model. Domain similarities and rank-

<table>
<thead>
<tr>
<th>D(t)</th>
<th>name</th>
<th>age</th>
<th>education</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>Chang</td>
<td>28</td>
<td>Accounting</td>
</tr>
<tr>
<td>0.8</td>
<td>Davis</td>
<td>27</td>
<td>Comput. Eng.</td>
</tr>
<tr>
<td>0.4</td>
<td>Enke</td>
<td>36</td>
<td>Electric. Eng.</td>
</tr>
<tr>
<td>0.3</td>
<td>Francis</td>
<td>39</td>
<td>Business</td>
</tr>
</tbody>
</table>

\[ n_1 \approx_n n_2 = \begin{cases} 1 & \text{if } n_1 = n_2 \\ 0 & \text{if } n_1 \neq n_2 \end{cases} \]

\[ a_1 \approx_a a_2 = s_a([a_1 - a_2]) \]

\[ \text{with scaling } s_a : \mathbb{Z}^+ \to [0, 1] \]
ing are what makes our model an extension of the classical model. The domain similarities (bottom part of Tab. 1) assign degrees of similarity to pairs of values of the respective domain. For instance, a degree of similarity of “Computer Science” and “Electrical Engineering” is 0.9 while a degree of similarity of “Computer Science” and “Computer Engineering” is 0.6. The ranking assigns to each row (tuple) of the data table a degree of a scale bounded by 0 and 1 (left top table in Tab. 1), e.g. 0.9 assigned to the tuple (Chang, 28, Accounting). The ranking allows us to view the ranked table as an answer to a similarity-based query (rank = degree to which a tuple matches a query). For instance, the ranked table of Tab. 1 can result as an answer to query “show all candidates with age about 30”. In a data table representing stored data (i.e. prior to any querying), ranks of all tuples of the table are equal to 1. Therefore, the same way as tables in the classical relational model, ranked tables represent both stored data and outputs to queries. This is an important feature of our model.

A formal definition follows (Y denotes a set of attributes, attributes are denoted by y,y₁,…; L denotes a fixed structure of truth degrees).

Definition 1. A ranked data table over domains with similarity relations (with Y and L) is given by

- domains: for each y ∈ Y, D_y is a non-empty set (domain of y, set of values of y);
- similarities: for each y ∈ Y, ≈_y is a binary fuzzy relation (called similarity) in D_y (i.e. a mapping ≈_y: D_y × D_y → L) which is reflexive (i.e. u ≈_y u = 1) and symmetric (u ≈_y v = v ≈_y u);
- ranking: for each tuple t ∈ Y × Y D_y, there is a degree D(t) ∈ L (called rank of t in D) assigned to t.

Remark 2. (1) D can be seen as a table with rows and columns corresponding to tuples and attributes, like in Tab. 1. By t[y] we denote a value from D_y of tuple t on attribute y. We require that there is a finite non-zero number of tuples which get assigned a non-zero degree (i.e. the corresponding table is finite). Clearly, if L = {0, 1} and if each ≈_y is equality, the concept of a ranked data table with similarities coincides with that of a data table (relation) of a classical Codd’s model.

(2) Formally, D is a fuzzy relation between domains D_y (y ∈ Y). As mentioned above, D(t) is interpreted as a degree to which the tuple t satisfies properties posed by a query. We use “non-ranked table” if for each tuple t, D(t) = 0 or D(t) = 1. This accounts for tables representing stored data (prior to querying). Note that ranked tables over domains with similarities appear in [26] which is one of the most advanced and influential papers on fuzzy extensions of Codd’s model. However, the authors consider only {0, 1} as a scale and no logical connectives. Moreover, they do not provide an intuitively clear meaning of the ranking.

(3) One can add additional requirements for ≈_y, e.g. transitivity w.r.t. a binary operation ⊙ on L, i.e. (u ≈_y v) ⊙ (v ≈_w w) ≤ (u ≈_y w), or separability, i.e. u ≈_y v = 1 iff u = v, which is sometimes required in the literature. We are not concerned here with how the similarities are represented (we assume they can either be computed or, if D_y is small, are stored).

(4) It is interesting to note that ranked tables over domains with similarities are implicitly used e.g. in [18, 21].

Functional dependencies (FDs) are the most studied data dependencies within fuzzy logic extensions of Codd’s model. In the context of ranked tables over domains with similarities, we introduced FDs as follows [4, 6]:

Definition 3. A (fuzzy) functional dependence is a formula A ⇒ B where A and B are fuzzy sets of attributes (A, B ∈ L^Y).

We first present a definition of validity of A ⇒ B in a ranked data table D and then add comments.

Definition 4. For a ranked data table D, tuples t₁,t₂ and a fuzzy set C ∈ L^Y of attributes, we introduce a degree t₁(C) ≈_D t₂(C) to which t₁ and t₂ have similar values on attributes from C by

\[ t₁(C) ≈_D t₂(C) = (D(t₁) ⊗ D(t₂)) → \bigwedge_{y ∈ Y}(C(y) → (t₁[y] ≈ y t₂[y])) \]  

(1)

A degree ||A ⇒ B||_D to which a FD A ⇒ B is true in D is defined by

\[ ||A ⇒ B||_D = \bigwedge_{t₁,t₂}(t₁(A) ≈_D t₂(A)) \]  

(2)

Remark 5. (1) One can easily see the following: if both A and B are crisp, A ⇒ B is just an ordinary FD; if, moreover, each similarity ≈_y is an identity, then ||A ⇒ B||_D = 1 iff A ⇒ B is true in the ordinary data table corresponding to D in the usual sense.

(2) By basic rules of semantics of predicate fuzzy logic [16], t₁(C) ≈_D t₂(C) is just the truth degree of a formula “if t₁ and t₂ have similar values on y”, and ||A ⇒ B||_D is a truth degree of a formula “for any tuples t₁,t₂: if t₁ and t₂ have similar values on attributes from A then t₁ and t₂ have similar values on attributes from B”. Note that due to our adherence to predicate fuzzy logic, the meaning of A ⇒ B is given by a simple formula which we just described in natural language. Note that, in fact, the antecedent in formula (2) is modified by a hedge “*. This has technical reasons not discussed in detail here (note only that setting * to globalization or identity enables us to have some of the previous approaches as particular cases of our ones).
(3) Note also that \( |A \Rightarrow B|_\mathcal{D} \) is a truth degree from our scale \( \mathcal{L} \), not necessarily being 0 or 1, and that this comes up naturally in the context of predicate fuzzy logic. That is, our FDs may be true to a degree, e.g., 0.9 (approximately true) which is natural when considering approximate concepts like similarity. The particular value and the meaning of \( |A \Rightarrow B|_\mathcal{D} \) depends on our choice of the scale and the connectives. For illustration, if the ranks in \( \mathcal{D} \) are all 0 or 1 and \( * \) is globalization then for any choice of a scale \( \mathcal{L} \) and connectives \( \otimes \), \( \Rightarrow \) we have that \( |A \Rightarrow B|_\mathcal{D} = 1 \) (\( A \Rightarrow B \) is fully true in \( \mathcal{D} \)) means that for any tuples \( t_1, t_2 \) from \( \mathcal{D} \): if \( A(y) \leq (t_1[y] \approx t_2[y]) \) for any attribute \( y \in Y \) then \( B(y) \leq (t_1[y] \approx t_2[y]) \) for any attribute \( y \in Y \). This also shows that degrees \( A(y) \) and \( B(y) \) serve basically as similarity thresholds.

We now turn our attention to a “classical” problem in FDs, namely, axiomatizability by Armstrong axioms. First, we introduce the necessary concepts. For a set \( T \) of fuzzy FDs, let \( \text{Mod}(T) \) be a set of all ranked data tables with similarities in which each FD from \( T \) is true in degree 1, i.e., \( \text{Mod}(T) = \{ \mathcal{D} \mid \text{for all } A \Rightarrow B \in T, |A \Rightarrow B|_\mathcal{D} = 1 \} \). \( \mathcal{D} \in \text{Mod}(T) \) are called models of \( T \). A degree \( |A \Rightarrow B|_T \) to which \( A \Rightarrow B \) semantically follows from \( T \) is defined by

\[
|A \Rightarrow B|_T = \bigwedge_{\mathcal{D} \in \text{Mod}(T)} |A \Rightarrow B|_\mathcal{D}
\]

where the infimum ranges over all models of \( T \).

Consider now the following axiomatic system. It consists of the following deduction rules:

(Ax) infer \( A \cup B \Rightarrow A \).

(Cut) from \( A \Rightarrow B \) and \( B \cup C \Rightarrow D \) infer \( A \cup C \Rightarrow D \).

(Mul) from \( A \Rightarrow B \) infer \( c^* \otimes A \Rightarrow c^* \otimes B \)

for each \( A, B, C, D \in \mathcal{L}^T \), and \( c \in \mathcal{L} \). Here, \( c^* \otimes A \in \mathcal{L}^T \) is defined by \( (c^* \otimes A)(y) = c^* \otimes A(y) \). As usual, \( A \Rightarrow B \) is called provable from a set \( T \) of FDs, written \( T \vdash A \Rightarrow B \), if there is a sequence \( \varphi_1, \ldots, \varphi_n \) of FDs such that \( \varphi_n \) is \( A \Rightarrow B \) and for each \( \varphi_i \) we either have \( \varphi_i \in T \) or \( \varphi_i \) is inferred (in one step) from some of the preceding FDs (i.e., \( \varphi_1, \ldots, \varphi_{i-1} \)) using some deduction rule (Ax)-(Mul).

Remark 6. Note again that the previous concepts are based on the principles of fuzzy logic. As a result, the concepts have a clear meaning. For instance, \( |A \Rightarrow B|_T \) is a truth degree of a formula saying that \( A \Rightarrow B \) is true in each model of \( T \), see [4, 6, 7] for details.

Without going to details, let us note that one can also introduce a degree \( \text{degree} |A \Rightarrow B|_T \) to which \( A \Rightarrow B \) is provable from \( T \) by

\[
|A \Rightarrow B|_T = \sqrt{c \in \mathcal{L} | T \vdash A \Rightarrow c \otimes B}.
\]

The following theorem shows that provability and degree of provability coincide with semantic entailment in degree 1 and degree of entailment, i.e. they are appropriate syntactic notions capturing entailment of fuzzy FDs [6, 7]:

**Theorem 7 (completeness and graded completeness).** Let \( T \) be a set of FDs, \( \mathcal{L} \) and \( Y \) be finite. For each \( A \Rightarrow B \) we have

\[
T \vdash A \Rightarrow B \iff |A \Rightarrow B|_T = 1.
\]

and

\[
|A \Rightarrow B|_T = |A \Rightarrow B|_T.
\]

Note that the results can be generalized also for fuzzy sets \( T \) of formulas (i.e. for reasoning from partially true premises) and that we can also have a so-called Pavelka-style logic for sound and complete reasoning with fuzzy FDs, see [15, 16].

Remark 8. The presented results generalize the ordinary results on completeness of Armstrong axioms [23]. Our results “become” the classical ones if we take a two-element Boolean algebra for our structure of truth degrees.

### 3.2. Comparisons and observations

We now turn our attention to comparison of selected aspects of fuzzy logic extensions of Codd’s model.

Raju and Majumdar [26] is perhaps the most influential paper on FDs over domains with similarities. Their extension of Codd’s model is a particular case of ranked tables over domains with similarities from Section 3.1 in that they consider only \([0,1]\) as a structure of truth degrees and they do not consider any (truth function of) logical connective of implication. [26] is probably the first approach considering both ranks and similarities. However, the meaning of ranks is intuitively not very clear. While we interpret a rank assigned to a tuple as a degree to which the tuple matches a similarity-based query (see Section 3.1), Raju and Majumdar describe a rank as a degree to which a tuple belongs to a table. Later on, in Example 3.1, they say that a rank can be interpreted as a possibility measure or a measure of association of the items of a tuple.

Raju and Majumdar consider ordinary FDs in their model, i.e., consider \( A \Rightarrow B \) where \( A \) and \( B \) are crisp sets, and consider a FD \( A \Rightarrow B \) true in a ranked table \( D \) if for all tuples \( t_1, t_2 \) with \( D(t_1) > 0 \) and \( D(t_2) > 0 \) we have

\[
\min_{y \in Y, A(y) = 1} (t_1[y] \approx t_2(y)) \leq \min_{y \in Y, B(y) = 1} (t_1[y] \approx t_2(y)). \tag{3}
\]

Consider now the relationship of (3) to \( |A \Rightarrow B|_\mathcal{D} \) from Definition 4. We limit ourselves to the following points. First, [26] consider only “true” and “not true” for a given FD \( A \Rightarrow B \). Thus, they disregard possible intermediate truth degrees to which \( A \Rightarrow B \) may be true in \( \mathcal{D} \). This may seem as not natural in the context of domain similarities, one might wish to have means to say that \( A \Rightarrow B \) is “almost true”, i.e.
true in degree e.g. 0.9. Second, the expressive capability of FDs from [26] is smaller than that of our fuzzy FDs from Section 3.1. This is due to the restriction of $A$ and $B$ to be crisp sets. For instance, using FDs of [26], it is not possible (e.g., either $R |\| T$ true in degree e.g. 0

Section 3.1. This is due to the restriction of FDs from [26] is smaller than that of our fuzzy FDs from Lemma 9. For $L = [0, 1]$, $A, B$ crisp, $^*$ being identity, and any $\rightarrow$ we have that $A \Rightarrow B$ is true in $\mathcal{D}$ according to (3) iff $||A \Rightarrow B||_\mathcal{D} = 1$ according to Definition 4.

Fourth, also with other logical notions like that of semantic consequence, [26] consider these notions as bivalent (e.g., either $A \Rightarrow B$ follows from a set $T$ of FDs or not).

Our last remark concerns Raju and Majumdar’s result on completeness of Armstrong’s axioms (see [23]) w.r.t. to their semantics given by ranked tables with similarities. Raju and Majumdar essentially proved (although they presented their result in a bit different way) that any set $\mathcal{R}$ of deduction rules which is complete w.r.t. ordinary Codd’s model is also complete w.r.t. semantics given by ranked tables with similarities from [26], i.e. a FD $A \Rightarrow B$ semantically follows from a set $T$ of FDs (i.e., $A \Rightarrow B$ is true in each $\mathcal{D}$ such that any FD from $T$ is true in $\mathcal{D}$) iff $A \Rightarrow B$ can be inferred from $T$ using rules from $\mathcal{R}$. For this purpose, they elaborated quite a long proof in [26]. Since the completeness holds for any system of ordinary Armstrong deduction rules (i.e., intermediate degrees in a sense do not matter in proofs), one might wonder whether it is possible to obtain the result by some simple reduction to the well-known completeness of the ordinary Codd’s model, see [23]. This is, indeed, the case. Namely, the completeness result of [26] follows almost immediately from the following lemma (we omit proof):

Lemma 10. A FD $A \Rightarrow B$ follows from a set $T$ of FDs in the sense of [26] (semantics given by ranked tables with similarities) iff $A \Rightarrow B$ follows from $T$ in the sense of ordinary Codd’s model [23].

This way, we obtain a short proof which, moreover, provides us with an insight about the ordinary semantic consequence and that of [26]. Note also that the completeness result of [26] can also be obtained as a consequence of Theorem 7 (we omit details here). At this point we stop our visit to [26].

Further approaches to FDs over domains with similarities The paper by Raju and Majumdar has been subject to several extensions. We now briefly comment on some of them and leave a more complete discussion to a full version of the paper (where we will discuss, among others, also [10, 19, 22, 27, 28, 29]). In all of the subsequent approaches, a FD is considered as a formula $A \Rightarrow B$ where $A$ and $B$ are crisp (i.e. $A \Rightarrow B$ is an ordinary FD) possibly with additional parameters, and FDs are being evaluated in data tables $\mathcal{D}$ over domains with similarities (without ranks). In addition to that, $L$ is always confined to $[0, 1]$. In [13], FDs are parameterized by $c_y \in [0, 1]$ ($y \in Y$). Values $c_y$ are fixed and common to any FDs considered. A FD $A \Rightarrow B$ (denoted by the authors by $A \Rightarrow (\alpha, \beta) B$ with $\alpha = (c_y)_{y \in A}$ and $\beta = (c_y)_{y \in B}$) is considered true in $\mathcal{D}$ whenever: if for each $y \in A$ we have $t_1[y] \approx t_2[y] \geq c_y$ then for each $y \in B$ we have $t_1[y] \approx t_2[y] \geq c_y$. One can see that if we define fuzzy sets $A_x$ and $B_x$ by $A_x(y) = c_y$ for $y \in A$ and $A_x(y) = 0$ for $y \notin A$ (and the same for $B_x$), we have (proof omitted):

Lemma 11. For $^*$ being globalization, $L = [0, 1]$, and any $\rightarrow$, $A \Rightarrow B$ is true in $\mathcal{D}$ according to [13] iff $||A_x \Rightarrow B_x||_\mathcal{D} = 1$, cf. (2).

Therefore, [13] results as a particular instance of our above approach (which, moreover, does not require fixed thresholds $c_y$). In [9], a FD $A \Rightarrow B$ is considered true in degree $b$ in $\mathcal{D}$ if $b = \min_{y \in y_1}(1 - t_1(A) \approx_{D} t_2(A) + (t_1(B) \approx_{D} t_2(B)))$ and if for all tuples $t_1, t_2$ we have $\min(1, 1 - t_1(A) \approx_{D} t_2(A) + (t_1(B) \approx_{D} t_2(B))$ $\geq \theta$ ($\theta \in [0, 1]$ is an additional parameter). The basic relationship to our approach is the following (proof omitted):

Lemma 12. For $^*$ being identity, $L = [0, 1]$, and Łukasiewicz $\rightarrow$, $A \Rightarrow B$ is true in degree $b$ in $\mathcal{D}$ according to [9] iff $b = ||A \Rightarrow B||_\mathcal{D}$ and $b \geq 0$, cf. (2).

A similar approach is adopted in [8]. In [12], a FD $A \Rightarrow \gamma B$ (with $\gamma \in [0, 1]$ a parameter) is considered true in $\mathcal{D}$ if $A \Rightarrow B$ is true in $\mathcal{D}$ in the ordinary sense and if

$t_1(A) \approx_{D} t_2(A) \rightarrow t_1(B) \approx_{D} t_2(B) \geq \gamma$

where $\rightarrow$ is G"odel implication, cf. Section 2. The following relationship to our model is almost obvious:

Lemma 13. For $^*$ being identity, $L = [0, 1]$, and G"odel $\rightarrow$, $A \Rightarrow \gamma B$ is true in $\mathcal{D}$ according to [12] iff $||A \Rightarrow B||_\mathcal{D} \geq \gamma$, cf. (2), and if $A \Rightarrow B$ is true in $\mathcal{D}$ as an ordinary FD.

Prade and Testemale and related approaches [25] is a seminal paper on another extension of the relational model from the point of view of fuzzy logic. Due to lack of space we only briefly comment on it. The main idea of this extension consists in allowing fuzzy sets $A_x$ in domains $D_y$ as members of the tuples. FDs in this model are based on similarity relations between fuzzy sets $A_x$ and $A'_x$. An important observation here is that, for treatment of some aspects, one can consider the FDs in this model as a particular case of FDs in (ranked) tables over domains with similarities. Namely, the elements of the domains are fuzzy sets $A_x$. 
and the similarities on the domains are the above-mentioned similarity relations between fuzzy sets. Then, one can employ results on FDs of tables over domains with similarities to the model of [25] and to related models.

4. Conclusions and further issues

We have demonstrated some of the benefits of developing fuzzy logic extensions of Codd’s relational model according to the principles of fuzzy logic in narrow sense by presenting an example of such an extension. Furthermore, we compared some of the influential approaches from the literature with the presented extension and derived some new observations and results. The main conclusion is that not only are several of the approaches proposed in the literature particular instances of our extension (with possibly imposing additional conditions in the definition of validity) but, more importantly, our extension, based on the principles of fuzzy logic, is transparent and tractable from both theoretical and algorithmic point of view.
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